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Figure 1: A comparison for a single speaker’s generated motion. Including mirrored motion under the same identity produces
undesirable muted and symmetrical poses. Performance increases between half and half mirrored with a virtual identity
performing competitively to all of the data available. When including the most optimal setting of all of the data mirrored as a
virtual identity, performance of magnitude of change and pose positions improves towards the ground truth. Each column
corresponds to a different data split used. Top row is a plot containing the orthographic projection of a pose at every second in
the sequence. Bottom row shows the distribution of velocity magnitude, this is how far a joint moves between two frames.

ABSTRACT
We demonstrate an effective method of augmenting speech an-
imation data, and show comparable performance to double the
quantity of real data. We investigate the effect of lateral mirroring
as a means of data augmentation for 3D poses in multi-speaker,
speech-to-motion modelling. Our approach uses a bi-directional
LSTM to generate 3D joint positions from audio features extracted
using problem-agnostic speech encoder (PASE+) [7]. We demon-
strate that naive mirroring for augmentation has a detrimental
effect on model performance. We show our method of providing
a virtual speaker identity embedding improved performance over
no augmentation and was competitive with a model trained on an
equal number of samples of real data.
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1 INTRODUCTION
Speech-driven generation of human body motion is an active re-
search area [1–5, 8, 9]. A common challenge faced during speech-
to-motion generation is acquiring sufficient data. Motion capturing
with synced high-quality audio is time-consuming and financially
and computationally expensive. Data augmentation is a logical so-
lution. The ability to effectively double the amount of data using
a lateral mirroring technique is attractive. When mirroring data
in a multi-speaker model, there are two speaker labelling options:
a) original identity, or b) a new virtual identity. We aim to clearly
define how this data augmentation method should be used for
multi-speaker speech-to-motion generation.

This study uses the Talking With Hands dataset [6]. The dataset
consists of dyadic conversations across 50 different speakers. We
train a Long Short-TermMemory (LSTM)model tomap from speech
to body pose using different data augmentation settings. Specifically,
we set out to answer the questions: 1) Does data augmentation

https://doi.org/10.1145/3514197.3549677
https://doi.org/10.1145/3514197.3549677
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3514197.3549677&domain=pdf&date_stamp=2022-09-06


IVA ’22, September 6–9, 2022, Faro, Portugal Trovato and Tobin, et al.

from lateral mirroring result in a better prediction? 2) Does this
performance match a model trained using double the amount of
ground truth data? 3) How should we label the identity of the
mirrored data? We confirm that more data is better than augmented
data for motion prediction. We show that naive pose mirroring
is detrimental to model performance. We introduce an identity
embedding and show laterally mirrored motion as a new identity
is comparable to the same quantity of real data.

2 MODEL
We train a simple but effective LSTM-based model to compare
augmentation settings. The model is trained using a single mo-
tion frame’s worth of audio (33ms) encoded using the pre-trained
problem-agnostic speech encoder (PASE+) [7] to predict a frame
of motion Each speaker in the dataset is assigned a unique ID that
is passed to an embedding layer that consists of trainable weights.
The speakers that move similarly should be closer in this embed-
ding space. The speaker embedding is concatenated with the PASE+
features to create an input size of 776. The LSTM model contains 4
bi-directional layers, each with 1024 hidden units and a 40% dropout
followed by a ReLU non-linearity layer and a fully connected layer.
The output from the fully connected layer is the estimated (stan-
dardised) body pose at that frame.

The loss function contains multiple terms. An 𝐿2 loss on ground
truth and predicted pose positions. We also observed that including
an 𝐿2 loss on the joint velocity and acceleration helped to produce
smoother motion with more realistic transitions. We include an
𝐿1 loss term on bone length to address any bone stretching and
squeezing artefacts. Models are trained using the Adam optimiser
with a learning rate of 0.0001 and batch size of 256. Hand motion is
absent from some sequences. Where this is the case we compute the
loss against all joints in the body except the hands. Each sequence of
motion and corresponding audio is split into 30 frame chunks with
a 25 frame overlap. This ensures a balance of number of samples
and samples not being too similar to each other.

3 EXPERIMENTAL SETUP
To fully explore the effect of data augmentation, we train a model
on different splits of data and using various augmentation settings
defined as follows:
All Data. We use all available training data with no additional
augmentation. This forms our baseline model.
Half Data. We randomly subsample the training data to reduce the
number of samples by approximately 50%. We train a model using
this reduced data to enable us to compare the effect of doubling the
size of the training set by augmentation versus adding additional
ground truth data.
Mirrored Virtual Identity. We augment the Half Data training
set by laterally mirroring the pose at each frame. This effectively
doubles the amount of data available for training. During training,
we assign a new virtual identity label to the mirrored data.
Mirrored Same Identity. We augment the Half Data training set
by laterally mirroring the pose at each frame. Here, we assign the
mirrored data the same identity label as the original speaker data.
This enables us to determine whether it is better to have more
identities or more samples per identity.

All Data Mirrored Virtual Identity We additionally train our
model on all available training data plus the laterally mirrored
augmentation. As in the Mirrored Virtual Identity setting, the aug-
mented sequences are assigned new virtual identity labels. This
represents our optimal setting.

4 RESULTS
We evaluate the realism of the predicted motion from different
models and discuss its relationship to the speaker identity.

We first compare the generated motion using half of the data
(Half Data) against using the same half of data mirrored under the
same identity (Mirrored Same Identity). We observe two key find-
ings; the mirrored data produced far more muted and symmetrical
motion than desired. Figure 1 (top row) shows each of the arms
consistently raising simultaneously when using mirrored data as
the same identity.

We found that mirroring half of the data as a virtual identity
(Mirrored Virtual Identity) was competitive with a model trained
with all available data. We noticed an improvement in the position
of poses formed and the magnitude of velocity change. The speaker
shown in Figure 1 benefited from augmenting with a virtual identity.
The positions formed in Figure 1 (top row) show that when only
half of the data is used, the poses are asymmetrical and often default
to the same leaning position. When we laterally mirror this half and
include the data as a virtual identity, this improves the positioning,
adding some more symmetry and movement that closely resembles
the ground truth and generated motion from all of the data.

The distribution of the magnitude of velocity shown in Figure
1 (bottom row) increases from half of the data and half mirrored
as a virtual identity. When comparing these velocities against the
ground truth it appears to be losing performance. However, we
found that it is very similar to the velocities shown in motion
generated with all of the data. This supports the hypothesis that the
addition of mirrored data as a virtual identity can be competitive
with a model including all data.

We found further improvements when augmenting all of the
data with a virtual identity. Figure 1 shows that while the poses
formed are similar to that of the model using all of the data, the
distribution of velocity magnitude used to form the poses are much
closer to the ground truth. This is a good example of how the same
poses can be formed but the speed and range of motion used to
achieve them can be drastically different.

5 CONCLUSION
We conclude that more data is always preferred and lateral mirror-
ing as a virtual identity should be considered as a data augmentation
technique. The inclusion of mirrored data is introducing a bias to
motion that a human did not perform. The bias introduced from
mirrored data under the same identity reduces the model’s ability to
fit the data and causes muted, highly symmetrical gesturing. Given
the scarce and expensive nature of speech-to-motion datasets, we
present a more useful way of expanding a dataset through the
use of mirrored data under a virtual identity. We found using this
technique generated motion that improves training and genera-
tive performance to be competitive with a model trained on equal
amounts of real data.
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