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Generating live broadcasts of sporting events requires a
coordinated crew of camera operators, directors, and tech-
nical personnel to control and switch between multiple cam-
eras to tell the evolving story of a game. In this paper,
we present an unimodal interface concept that allows one
person to cover live sporting action by controlling multiple
cameras and and determining which view to broadcast. The
interface exploits the structure of sports broadcasts which
typically switch between a zoomed out game-camera view
(which records the strategic team-level play), and a zoomed
in iso-camera view (which captures the animated adversarial
relations between opposing players). The operator simulta-
neously controls multiple pan-tilt-zoom cameras by pointing
at a location on the touch screen, and selects which camera
to broadcast using one or two points of contact. The im-
age from the selected camera is superimposed on top of a
wide-angle view captured from a context-camera which pro-
vides the operator with periphery information (which is use-
ful for ensuring good framing while controlling the camera).
We show that by unifying directorial and camera operation
functions, we can achieve comparable broadcast quality to a
multi-person crew, while reducing cost, logistical, and com-
munication complexities.
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Game-camera Iso-camera

Figure 1: (Top) To control the game-camera, the
operator uses one finger to drag a box highlight-
ing the portion of the court that the user wishes to
frame, and two fingers to switch to the iso-camera.
(Bottom) The output of our interface is a broadcast
video produced by a single user (see accompanying
video for full effect).

Creating production-quality broadcasts of live sporting
events requires a coordinated crew of skilled individuals con-
stantly aware of what is happening in the game and how the
rest of the crew is cooperating to cover the action [11]. For
popular team sports (e.g. professional football, basketball
or hockey), a large broadcast crew is required to coordinate
multiple cameras so that the broadcast can follow the fast-
paced action on the field. There is also a much larger number
of niche sporting events with a smaller, but devoted follow-
ing, such as little-league, high school, and lower-divisional
collegiate sports. Cost and logistical complexity preclude
professional multi-camera setups, which is why these smaller
events are typically webcast by a novice operator controlling
a single camera. In this paper, we present a single operator
interface that unifies the roles of director and camera oper-
ators, and allows a single user to create compelling broad-
casts of live sporting events by simultaneously controlling
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and switching between multiple pan-tilt-zoom (PTZ) cam-
eras.

The interface exploits the particular structure of focus and
context between the different roles on a sports broadcast
production crew. As live sport is fast moving and highly
variable, there is a necessity for the interface to include both
spatial and temporal contexts. In a typical setup, one cam-
era operator controls the game-camera, which maintains a
wide, zoomed-out shot to capture the team-level action. A
second camera operator controls the isolated-camera (or iso-
camera), which captures the emotion and drama of the play
using a zoomed-in view for close-ups of players, coaches,
or fans. Both camera operators focus on their viewfinder
to ensure they have well composed shots. Simultaneously,
their periphery vision gives them context of how the play
is unfolding, which allows them to follow the action. The
director relies on a bank of live monitors in a control room
to select a series of camera angles to best focus on what is
happening in the game. The director is in continual dialogue
with the camera operators to get particular shots which will
help place the action in context of the story the director is
trying to tell. Thus, for a high-quality live broadcast to be
obtained, the communication and understanding of instruc-
tion between the director and camera operators has to be
very clear, which is hard to get achieve with an inexperi-
enced team.

Our One-Man-Band (OMB) interface unifies the roles of
director, game-camera operator, and iso-camera operator
into an unimodal interface that allows one operator to pro-
duce a compelling broadcast of a sporting event. Our in-
terface combines focus and context by superimposing video
feeds from multiple robotic pan-tilt-zoom cameras onto video
from a stationary fish-eye context-camera that captures the
entire playing area (see Figure 1). The cameras are pre-
cisely calibrated and share a common vantage point. The
overlay of the broadcast camera resembles a viewfinder, and
the static context-camera mimics periphery vision. The user
controls the game-camera by dragging the highlighted over-
lay to a new area of the touch screen using a single finger.
To cut to the iso-camera, the user places a second finger on
the screen. The view from the iso-camera is then displayed,
and the iso-camera can be controlled in a similar fashion by
dragging both fingers. To cut back to the game-camera, the
user lifts one finger (so that only one finger is in contact
with the touch screen) and the superimposed image returns
to the game-camera. Thus, the interface focuses the user’s
attention on one of the camera roles at a time, while si-
multaneously providing live spatiotemporal context of the
game, allowing the user to make timely cuts from one cam-
era to the other, so that the evolving storyline of the game
is captured in the broadcast1.

We compare our touch interface concept against a tra-
ditional three-person crew, with two joystick operators for
the game- and iso-cameras, and one director responsible for
switching between views. To determine if there is any signif-
icant difference between the two approaches, we conducted
two user studies and a perception study comparing the two
methods. For the perception study, the users were asked to

1In terms of a high-definition (HD) live broadcast, cropping
the iso-camera view from the game-camera is not a reason-
able option as the resolution will be substantially lower, and
the iso-camera would be constrained to be taken from only
within the confines of the game-camera view.

evaluate the two methods against three criteria: (1) action
following: the quality of individual camera control, (2) ap-
propriateness of cuts: the quality of cuts between cameras,
and (3) overall quality: the quality of the final broadcast
footage. In addition to the perception studies, we also car-
ried out quantitative analyses which numerically shows how
similar the approaches are in terms of the broadcast gener-
ated.

2. RELATED WORK
Interactive applications often require users to interact with

more information than the screen can display. The Focus +
Context interface scheme, introduced in the seminal work
of Sarkar et al. [15] on fisheye lenses, enables users to in-
teract with different level of details. More recently, Pietriga
et al. [12] investigated a general framework for lenses that
helped users in the navigation of large scenes, while Cock-
burn et al. [4] presented a general survey on Focus + Con-
text techniques. We can apply a Focus + Context analogy
to sport broadcasting with camera operators providing high
resolution content through multiple view points. The di-
rector then requires an overview of all the video content in
realtime and uses available visual information to decide the
focus (i.e., select the appropriate camera viewpoint). Our
system builds upon the Focus + Context interface scheme to
provide both an overview of the area covered by the cameras
and to enable the user to dynamically set the current area
of interest.

Another approach is to use computer vision to automate
the selection of current viewpoint. Some applications pro-
pose to remove the user from the decision process in the
context of sport broadcasting [2, 13]. Compared to our sys-
tem, which is generalizable to many sports, these approaches
are often tailored specifically to a single sport. For example,
Ariki et al. [2] proposed a system for producing a fully au-
tomated broadcast of a soccer game using computer vision
and action recognition. Their application did not run in re-
altime, meaning the broadcast could only be generated as a
post-processed recording rather than a live event.

Some methods have placed control of the broadcast in the
hands of the viewer, instead of automating the broadcast.
For example in [10], Matthews proposed a system allowing
the viewer of a sporting event to select between multiple
camera views, eliminating the need for a director, though
still requiring the use of human operators to control each of
the cameras. Free-Viewpoint Television [18] eliminated the
need for camera operators with a system that uses an array
of cameras to synthesize a view from any angle. Although
this approach requires neither a director nor the use of any
camera operators, the overhead involved in setting up the
camera array is not suited for the low-budget scenario that
we target with our system.

In the more general category of remote camera control, Liu
et al. [9] proposed a system which, similar to the method pro-
posed here, made use of a controllable pan-tilt-zoom camera
plus a wider-angle view to provide the context. In this sys-
tem, the views of both the context camera and the pan-tilt-
zoom camera were displayed to the user on separate screens.
The user would select a region to view by drawing a box
on the context camera view, and the pan-tilt-zoom cam-
era would position itself to view that region. Although our
method makes similar use of a wider context camera for
helping the user select a view, the “region-selecting” method
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in [9] requires the user to draw a new box each time they
want to move the camera, and to continuously switch be-
tween the context and pan-tilt-zoom views. By contrast,
our system displays both views on a single screen, and al-
lows the user to drag the pan-tilt-zoom display region to
respond more easily to a more fast-paced and dynamic sce-
nario such as a sporting event. Our system also allows for
the control of multiple cameras, while [9] uses only a single
camera.

Other work on camera control has focused on the con-
trol of virtual cameras in a graphics or animation environ-
ment [3, 5, 16, 19, 20]. A common premise in each of these
methods is that it is easier to control a camera by specifying
the desired framing than it is to manipulate the degrees of
freedom of the camera directly. For example, Singh et al. [16]
presented a controller for manipulating a virtual camera by
specifying the vanishing points and horizon line of the cam-
era view. Manipulating the camera perspective would then
affect the focal length, center of projection, or pose of the
camera. Drucker and Zeltzer [5] proposed an interface for
specifying constraints on the camera view, such as the size
and/or position of one or more objects. Both [8] and [17]
present a method for camera control by directly selecting an
object for the camera to point at, and [17] also allowed users
to control a virtual camera in a 3D graphics environment by
specifying the framing of two points in the virtual world.
In [6], Gleicher and Witkin proposed a virtual camera con-
troller in which the user could “pin” one or more objects to
sub-regions of the camera view, and using these constraints
to solve for the time derivatives of the camera parameters.

A touch interface for controlling a remote camera was pro-
posed by Kuzuoka et al. [8] as part of a system for remote
collaboration. In this system, the camera view appeared
on a touch screen display, and touching a displayed object
would cause the camera to automatically center on that ob-
ject. The interface also supported velocity control by hold-
ing a finger on the display. The velocity and direction of the
resulting camera motion directly corresponded to the direc-
tion and distance from the touch position to the center of
the display. However, the proposed controller did not allow
for the use of multiple cameras, and did not provide a wider
context view as our system does.

Other methods for making robotic camera control more
intuitive have been proposed as well. Aiono et al. proposed a
robotic camera that could be controlled by head movements,
to be used by a doctor during surgical procedures [1]. Rui
et al [14] proposed a system for remote viewing of meetings
that used a 360 degree panorama view of the meeting room.
Users would control a virtual pan/tilt camera that cropped
the panorama to view only the portion that the user wanted
to look at.

3. INTERFACE DESCRIPTION
Many elements for achieving simultaneous focus and con-

text are common to both camera operation task (game- and
iso-camera), so we describe these shared aspects first. A sta-
tionary context-camera with a fish-eye lens is used to display
the entire area of play. The video from the active camera
(either the game-camera or iso-camera) is superimposed on
top of the context image in its correct location so that it
appears as an inset on the context-camera view. To focus

Figure 2: There are three ways to control the game
camera from our interface. (Top Row) Touching a
location at any point outside of the game-camera
highlight box causes the camera to center on that
location. (Middle Row) Touching and dragging any
point inside of the game-camera box will move the
camera relative to its current position. (Bottom
Row) Touching the screen and then immediately
releasing will also center the game camera on the
point of contact, whether or not the user touched
the screen inside the game-camera box.

the user’s attention on the active camera, the image of the
context camera is desaturated, and the superimposed im-
age of the broadcast camera image is outlined with a solid
color border (yellow for the game-camera and red for the
iso-camera). All three cameras are calibrated and share the
same vantage point. The views from all cameras are dis-
played and updated live.

Game-Camera Control.
The game-camera operator is responsible for covering the

general action of the sporting match. For ball sports, this
means that the ball should always be in shot as well as most
of the players. If the game has a goal (or basket) then this
should also be included, if possible. To accomplish these ob-
jectives, the game-camera operator maintains a wide-angle
shot. As this view contains most of the information of in-
terest, it will be used the majority of the time.

The three methods for controlling the game-camera are
illustrated in Figure 2. In the first method (top row), the
user touches a location on the screen outside the current
view and the highlighted box containing the game-camera
view will move to the center of that location. We call this
the “tap-to-center” approach. The second method (middle
row) or“click-and-drag”method is activated by touching the
screen at any location inside the game-camera highlighted
box and maintaining contact. With this form of control, the
user drags his/her finger across the screen, and the game
camera moves as needed to to maintain the same position
relative to the user’s finger. The third method of control
(bottom row) is to touch and immediately release a location
on the screen. The game-camera will center to that location,
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Figure 3: When the user switches to the iso-camera,
the view is displayed in a highlighted red box and is
also shown in the upper left corner of the interface
to avoid occlusion from the user’s hand.

regardless of whether it is currently in the highlighted box
or not.

Iso-Camera Control.
The role of the iso-camera operator is to capture close-up

shots when something interesting happens. This normally
results in a zoomed-in shot of a player, coach or fan which
illustrates the emotion and drama of the play that has just
occurred. In the OMB interface, the user chooses and oper-
ates the iso-camera by placing a second finger on the screen.
Like the game-camera view, the iso-camera view is displayed
in a highlighted box on top of the context view, with its po-
sition corresponding directly to the position of the actual
camera so that the views line up. The iso-camera controller
also supports both the tap-to-center and click-and-drag con-
trol methods, using the midpoint of the user’s fingers as ref-
erence.

The iso-camera is operated at a high zoom, since its pur-
pose is to get close-up shots. As a result, when superim-
posed on the context image, the iso-camera image may ap-
pear quite small, making it difficult for the user to judge
whether the shot is well composed. In addition, the user’s
hand may occlude the superimposed image. As a result, a
virtual viewfinder image is superimposed in the top-left cor-
ner of the screen. Unlike the regular superimposed view,
the virtual viewfinder image is not registered to the context
view but simply inserted over top (See Figure 3).

Usage.
In a live sporting event, the user must constantly decide

whether to broadcast the game-camera or the iso-camera.
In this role, they are essentially the director, as they choose
which view best conveys the story unfolding in the match.
To make this easier, a series of simple rules can be applied.
For instance, the main rule is to use the game-camera when
the game is active, which occurs the majority of time. This
view should include the ball and the majority of players in
this view. When there is a break in play, it is then appropri-
ate to cut to the iso-camera centered on a player/coach/fan
who is reacting to recent events which have just transpired
in the game. Examples of the system in use for basketball
are given in the Experiments section.

Ω

φ

θ

θ
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Ω

Figure 4: The image plane of a PTZ camera can
be considered as a tangent plane on a unit sphere,
where the position of the tangent plane is deter-
mined by the pan and tilt angles of the camera, and
the size is determined by the focal length (zoom) of
the camera. In our interface, the surface area of the
sphere is warped onto the flat plane of the display
by sampling the spherical angles φ and θ uniformly
(right). The viewable region in spherical coordinates
remains mostly rectangular for small tilt angles and
reasonably large focal lengths.

4. SYSTEM DESCRIPTION
Our system uses a pair of Sony BRC-Z700 cameras for

the game- and iso-cameras, and an Allied Vision GE 1910C
for the context-camera with a fisheye lens. A 3M M2256PW
touch screen monitor is connected to a Mac Pro, and a Gefen
4x1 video switcher toggles which broadcast signal is sent to
the computer. Both Sony BRC-Z700 cameras and the Gefen
video switcher are controlled by the Mac Pro via RS-232
serial links.

4.1 Graphical Display
The touch screen display always shows a composite of two

live video feeds. The image of the currently broadcasting
camera is aligned to and superimposed over the image of the
context-camera by mapping both images onto the surface of
a sphere. The necessary portion of the spherical surface is
then displayed on the touch screen by plotting the compos-
ited image as a function of spherical angles (see Figure 4).
This unwarping operation is computed by interpolating a
spherical area of interest Ω = [θmin, θmax]× [φmin, φmax] over
the number of pixels in the display, and associating to every
pixel location (u, v) a 3D point M = [Mx,My,Mz] on the
surface of the unit sphere

Mx = sin θ cosφ (1)

My = sinφ (2)

Mz = cos θ cosφ. (3)

The composited spherical image is computed by project-
ing each 3D point M into the context-, game- and iso-
cameras to determine appropriate sampling locations mc,
mg and mi; in each camera for image interpolation (where
the subscripts stand for context, game and iso). Each cam-
era has its own coordinate system, and the reference frame
of the unit sphere is arbitrary. However, we assume the cen-
ters of projection (lenses) of all three cameras are located in
approximately the same 3D position C, and define this as
the centre of the unit sphere. By convention, a camera co-
ordinate system is defined such that the ẑ axis points in the
direction the camera is looking, and the x̂ and ŷ directions
correspond to the right and down directions on the image
plane.
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A camera’s image plane is located one focal length f away
from its center of projection C along its optical axis ẑ. The
principle point p = [pu, pv] corresponds to the intersection
of the optical axis and the image plane, and is often assumed
to coincide with the center of the image. The relationship
between a 3D point M expressed in the camera coordinate
system and its 2D projected location m = [mu,mv] on the
image plane is governed through similar triangles (see Fig-
ure 5). Using homogeneous coordinates [7], the relationship
is compactly expressed via matrix multiplication

m = KM, (4)

where

K =

 f 0 pu
0 f pv
0 0 1

 . (5)

The remainder of this discussion addresses how each 3D
coordinate M is transformed from the coordinate system of
the unit sphere to the coordinate system of each camera.
Once Mc,Mg and Mi are known, the projected image lo-
cations mc,mg and mi can be recovered from (4), where a
particular K is used for each camera (since the cameras will
have different focal lengths and principle points).

A PTZ camera has a camera coordinate system (as defined
earlier) and a motor coordinate system. The camera coordi-
nate system is determined by the camera’s current pan and
tilt angles, whereas the motor coordinate system remains
fixed. For a given pair of pan/tilt angles, the mapping from
motor to camera coordinate systems is governed by a 3D
rotation

R(θ, φ) =

 cos θ 0 − sin θ
sin θ sinφ cosφ cos θ sinφ
sin θ cosφ − sinφ cos θ cosφ

 . (6)

The orientations of the motor coordinate systems and fo-
cal lengths of the context-, game- and iso-cameras are de-
termined from homographies [7] between the image planes
and the world ground plane. Since each camera may not be
in its home position (θ = 0, φ = 0) when the homography is
estimated, the extracted orientation S describes the change-
able camera coordinate system. As a result, the orientation
Q of the camera’s stationary motor coordinate system must
take into account any non-zero pan θ0 and tilt φ0 angles at
which the homography was estimated

Q = R
−1(θ0, φ0)S. (7)

Each 3D point M is transferred into the three camera co-
ordinate systems by first rotating into each camera’s motor
coordinate system, and then rotating to the camera coordi-
nate system for the camera’s current pan/tilt angles

Mc = QcM (8)

Mg = R(θg, φg)QgM (9)

Mi = R(θi, φi)QiM. (10)

The context-camera is stationary, so it has no pan/tilt
rotation matrix R. As a result, the corresponding projected
image locations are

mc = KcQcM (11)

mg = KgR(θg, φg)QgM (12)

mi = KiR(θi, φi)QiM. (13)

C

p

x̂

ẑ

ŷ

m

û
v̂

M

f

Figure 5: The composited spherical image is com-
puted by transforming each pixel’s corresponding
3D point M into the camera’s coordinate system
(shown here) and projecting onto the image plane.
The resulting location m is determined by similar
triangles and depends on the camera’s focal length
f and principal point p.

4.2 Interpreting Gestures
When the user touches the screen, we first determine the

number of contact points. If there is only one point of con-
tact, we display the view from the game-camera, and select
this camera to control. If there are multiple points of con-
tact, we display and control the iso-camera.

In the first case, we use the mapping described in Fig-
ure 5 to map the point of contact to a pan and tilt angle.
As mentioned in the previous section, if the point of contact
is outside of the camera view, or if the user lifts his/her finger
within one second of making contact, then the game-camera
will move to center on the point of contact. Otherwise, we
measure the displacement from the initial point of contact
as the user drags his/her finger across the screen. The nec-
essary game-camera pan/tilt angles to maintain the relative
displacement to the point of contact is determined by adding
the relative displacement vector to the camera’s position at
initial contact.

In the second case involving multiple points of contact,
we calculate the centroid of the contact points on the screen
to determine target pan and tilt angles on the unit sphere.
We then compute target pan/tilt angles in the iso-camera’s
motor coordinate system using Qi.

5. EXPERIMENT
We conducted two user studies and a perception study

to determine whether a broadcast using the One-Man-Band
(OMB) interface is comparable to a broadcast generated
by a Three-Person-Crew (TPC). Our hypothesis was that:
“there is no significant difference in perceivable quality be-
tween broadcasts generated using the OMB interface and a
conventional TPC.”
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Figure 6: The setup used for both the OMB and the TPC experiments. A projector projects a full view of a
basketball game onto a screen (left). Three cameras (two robotic and a fixed camera) are set up facing the wall
with the following roles: i) one robotic camera captures the game view, ii) the other robotic camera captures
the iso-view, and iii) the fixed camera records the whole field of view. Using this setup, we conducted two
user studies: (a) For the OMB user study, all three cameras were connected to our touch screen interface.
(b) For the TPC user study, each camera was connected to a joystick (i.e. game camera and iso camera)
and the view was switched via a directors switching unit. Both studies yielded a broadcast video of the user
studies which were stored, logged and analyzed to compare both setups.

5.1 User Study I: One-Man-Band

5.1.1 Participants and Apparatus
Thirty-three participants (15 females) aged 19-59 (mean

30.8) were recruited from a local university.
A schematic of the OMB system used in user study is

shown in Figure 6(a). In order to create an experiment
that was repeatable while being interesting for the partic-
ipants, we first recorded a NCAA Division III college bas-
ketball game using a wide-angled camera. This view was
wide enough to capture the entire court. Using a projector
screen, we displayed the video from the camera in order to
produce a repeatable live event. The two robotic pan-tilt-
zoom cameras were pointed at the projector screen, with the
field of view of the two broadcast cameras set such that they
could only see a portion of the screen, which coincided with
the zoom settings of the game- and iso-view camera. Using
this setup, we allowed users to participate in a mock broad-
cast, using the cameras to capture the action on the screen
just as they would with a live sporting event. By simulating
the study in this way we could repeatedly generate identical
conditions for the user studies.

5.1.2 Procedure
Participants were brought in individually and were tasked

with simulating a broadcast using the OMB interface. To
facilitate all studies, we edited out thirty-three (33) short
clips from the wide angle video, ranging from 10 to 30 sec-
onds long. Each clip contained a single “event” which would
require the user to switch to the iso-view camera for a brief
close-up. An “event” was defined as one of the following: (1)
a player successfully scores a basket, (2) the ball goes out of
bounds, or (3) a foul occurs.

Each participant first viewed the same short introductory
video. This video explained: 1) the role of each person in
a broadcast (i.e. director, game camera operator, iso-view
camera operator), 2) how to use the interface, and 3) specific
instructions for when to use the game camera and when to
cut to the iso camera. Table 1 lists the specific instructions
given to the users.

After receiving these instructions, each participant was
shown a random assortment of twenty clips on the projector
screen and used our OMB interface to record the action.
The first ten clips were used as a practice run, so that the
participants could get familiar to the interface. The second
ten clips were recorded and used for analysis. Each study
lasted approximately thirty minutes, and participants were
compensated for their time.

5.2 User Study II: Three-Person-Crew Study

5.2.1 Participants
A different set of thirty-two participants (11 female) aged

20-55 (mean 24.9), were recruited to take part in the TPC
study. We attempted to break these participants into groups
of three, however due to four not showing up for the study,
we ended up with eight groups of three (8 × 3) and four
groups of two (4 × 2). To provide a fair comparison, we did
not use the four groups of two. None participated in the
One-Man-Band study.

5.2.2 Apparatus
The experiment used the same projector screen display-

ing a wide angle view of a basketball game, with cameras
pointed at the screen. In this case, however, each of the
robotic cameras was controlled by a separate joystick, and
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1. The game-camera view (or wide-angled view) should
capture a third of the court.

2. When the ball is moving from one side of the court to
the other, frame the player with the ball on the last
third of the frame (i.e., lead to where the play is going).

3. When the player with the ball arrives into the attack-
ing third of the court, make sure that the hoop, back-
board, and the player with the ball are all in view.

4. Cut to the iso-camera to get a close up of the player
who either: (a) scored a basket, (b) touched the ball
before it went out, (c) committed a foul or got fouled.
If you are not sure who it was, give your best guess.

Table 1: The rules given to the participants for us-
ing the game-camera, iso-camera and when to cut
between these two views.

the views from the two broadcast cameras were each dis-
played on their own monitor. A video switcher was used to
change the view, which was used by the director. A diagram
of the setup is given in Figure 6(b).

5.2.3 Procedure
Each group was shown the same introductory video as the

previous study which explained the roles of production crew
member (game-camera operator, iso-camera operator, and
director), in addition to what each person should do when
an “event” occurs. Using the setup depicted in Figure 6(b),
one participant of the group was assigned to operate the
game-camera, another to the iso-camera and the third to
the role of the director. The director decided which view to
broadcast and would give instructions to the other camera
operators if desired.

For this study, a random assortment of forty clips were
played on the projector screen for each group. As with the
OMB study, the first ten were used as a practice run and
data was not recorded. For the eight groups of three, during
the practice run, the three participants rotated positions
every three clips (leaving four clips for the last rotation),
so that everyone was able to practice each role. Data was
recorded for the last thirty (30) clips shown.

5.3 Perception Study: Method and Results

5.3.1 Participants
To gauge what naive observers thought of the resulting

broadcasts that came from either the OMB and TPC user
studies, thirty-one participants (12 females) aged 18-54 (mean
24.8) were recruited from a local university. None of these
participants were used in either of the previous user studies.

5.3.2 Apparatus
Each participant viewed the broadcast videos from the

OMB and TPC user studies. Two perception studies were
conducted. The first used a computer program to display the
videos and had three sliders underneath the viewing window
which were used to indicate the viewer’s ratings (i.e., 1-5
rating scale). The second study was to compare OMB and

TPC videos generated for the same basketball clip, which
were displayed side-by-side. A single slider underneath the
videos was used to indicate preference, and a text box could
be used to record comments.

5.3.3 Procedure
Each participant was shown an assortment of twenty recorded

clips which were randomized each time. Ten were recorded
by users in the OMB study, and ten from the TPC study.
The clips were shown in random order, and participants
rated each clip on a scale from 1 to 5 in three categories:

1. Overall quality,

2. Appropriateness of cuts, and

3. Game-camera smoothness.

Participants were shown examples of “good” and “bad” clips
for each category before beginning the study. These exam-
ples were based on the opinion of an independent expert who
did not know which interface was used.

For the second part of the study, participants viewed pairs
of clips side by side. Both recordings were of the same game
event, with one clip being taken from the OMB interface and
the other from the TPC setup. Participants then selected
which recording they thought was better at capturing the
event.

5.3.4 Results
The results of the perception study are summarized in Ta-

ble 2. These results were calculated from each participant’s
mean rating. T-tests were used to compare mean ratings for
each group on the three questions.

Overall Cut Game-Camera
Quality Quality Smoothness

[1-5] [1-5] [1-5]

OMB 2.87 (0.40) 2.70 (0.39) 3.28 (0.38 )

TPC 3.08 (0.48) 2.65 (0.44) 3.52 (0.40)

p-value 0.061 0.599 0.016

Table 2: Mean (and stdev) and the p-value associ-
ated with the t-tests comparing the One-Man-Band
to the three-person crew broadcast based on the per-
ception ratings using a 5 point scale (1-5).

We see that for the categories of overall quality and cut
appropriateness, the average ratings were not significantly
different, and therefore the evidence indicates that a single
user with our OMB interface can perform as well as a three-
person crew with an existing interface. Only the category
of game-camera smoothness showed a significant but slight
preference for the three-person-crew results. For the side-
by-side analysis, we compared the OMB to TPC clips and
we found that participants selected the OMB produced clip
46% of the time, which is not significant (p > 0.05).

5.4 Quantitative Analysis: Results and Dis-
cussion

Prior to any user or perception studies, we first estab-
lished “ground-truth” positions for each of the video clips.
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The ground-truth positions were determined on a frame-by-
frame basis for each clip using the rules given in Table 1.
These rules define a “correct” way to film each clip [11]. The
ground truth camera positions were generated according to
these same rules; however, to eliminate the possibility of
human error, we did not record the ground truth positions
in realtime from a human camera operator. Instead, we
stepped through each of the 33 sequences frame-by-frame,
and determined the “text-book” camera position and selec-
tion for each frame. Although there is subjectivity in deter-
mining how “good” a broadcast is, we can use these results
to get a relative indication on how close both interfaces are
to a baseline broadcast.

After both user studies were conducted, we compared the
position logs from both the OMB and TPC to our ground
truth data. By comparing ground truth camera positions
to those recorded by the user studies, we obtained some
quantitative sense of how well users performed against an
ideal broadcast.

Correct Camera Average Average
Selection Pan Error Tilt Error

[%] [◦] [◦]

OMB 79.01 (4.65) 5.17 (1.03) 1.17 (0.24)

TPC 73.69 (10.87) 4.51 (0.99) 1.48 (0.44)

p-value 0.015 0.011 <0.001

Table 3: Mean (and stdev) and the p-value associ-
ated with the t-tests comparing the OMB and the
TPC to the ground-truth broadcast for: 1) the aver-
age number of frames the user selected the correct
camera, 2) the average pan error per user, and 3) the
average tilt error per user. Statistically significant
results are highlighted in bold typeface.

The results of the quantitative analysis are summarized
in Table 3 and visualized in Figure 7. Similar to the results
reported in the perception studies, these results refer to the
mean performance for each user. In the second column, the
results describe the percentage of frames which coincided
with the camera that was selected in the ground-truth data
(i.e. the higher the percentage the better). From these re-
sults it can be seen that the OMB was better (p < 0.05)
than the TPC for selecting the correct camera. This result
suggests that the director in the TPC studies was not as
good as the single operator using OMB; possibly due to a
lack of engagement as the director was seldomly involved.
In terms of average pan error, the TPC was better than the
OMB (p < 0.05), which is understandable as there was a
noticeable lag in the camera-control of the robotic cameras.
However, in terms of tilt error, the OMB was better than
the TPC (p < 0.001).

An example of the ground-truth broadcast, compared to
the broadcasts generated via the OMB and TPC setups are
given in Figure 8(a). In this example, key-frames showing
the camera selection and position are shown in columns A
through D. In Figure 8(b), the pan and tilt positions, as
well as the camera selection are given as functions of time.
Based on these measurements we were able to gain some
quantitative result comparing the OMB to the TPC setup.
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Figure 7: (a) The mean percentage of frames that
users selected the correct camera. (b) The mean
error in terms of pan and tilt across all the users for
the OMB and TPC studies. The error bars on refer
to the standard error.

6. SUMMARY AND FUTURE WORK
We present an interface which allows a single user to cre-

ate a compelling broadcast of a sporting event by control-
ling multiple cameras simultaneously. Our experiments have
shown that most novice users are able to learn the interface
with very little practice, and can generate broadcasts that
are approximately as good as those produced by a three-
person-crew. Although the three-person-crew did slightly
better in terms of camera smoothness, we showed that par-
ticipants using our interface can do equally in terms of cam-
era selection and pan-tilt positioning.

In the future, we plan to increase the number of cameras,
as well as additional functionality such as replays and statis-
tics. We will explore how these additional choices can be in-
tegrated into the touchscreen interface. For instance, while
the user could still maintain direct control over the cameras
(including when to switch between the game- and iso-views),
the system could automatically suggest particulars cameras
to cut to at opportune moments, or offer insightful statistical
graphics during breaks in play.
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